Ace Mesting Minutes 20040608

ACE MEETING, June 8, 2004

. Tevatron Status

- Tevatron continues to set new record initial luminosities over S8OE30!
Abort gap losses, proton losses, and proton spikes have been problem
but we started at |east one run with COT full on, silicon, and a
luminosity of 74E30. Y oung Kee says we should concentrate on good
data AND good efficiencies.

- Run Coordinator el og current - good place to find updates on status of
Tevatron.

> ( Operations Coordinator (Rob Roser) el og - pretty good place to find
updates on status of CDF)

- Continue to "stack and store" with shots about every 30-36 hours.

. New Aces Solo End of Week.
- Watch the schedule and come in for a shot-setup if you have not had
the opportunity so far on overlap shift.

. Miscellaneous Ace Items
- eL.og is something of an "art form"

. The CDF eLog is a public document read by non-CDF people
including the MCR and lab director. Stick to facts first and keep
in mind the nature of the document when injecting humor or
"light-heartedness’.

. If you make amistake in an entry, correct it with acomment or a
new entry. The "advanced edit" feature should only be used
when html formatting has made the el og unreadable. If you
don't know about advanced edit, all the better!

. Many people read the eLog from afar to keep up with status of
detector. Y ou may get unexpected help if you document
problems concisely and quickly.

. Try to get names whenever possible - who are the "experts"
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working on it.

. Make sure you learn difference between "html" and "plain"
entries. (I have seen no problems so far.)

. I1tisOK torescae ACNET plots to make them readable and keep
the plotted points from going off-scale. Y ou are welcome to
include extra plots at any time and/or make summaries of
ongoing problems to help guide the experts.

. If you skim the eLog when you are not on shift, it will be easier
to come up to speed on current problems when you are back on
shift. A lot can happen in 3-4 days!

- Downtime Entries
With the COT back on, Y oung Kee Kim wants to make sure we have
no correctable inefficiencies. Please keep the downtime logger up-to-
date and make sure comments are accurate.

- Control and eLog Personalities
Many of the CDF experts have strong personalities both in the Control
Room and in the eLog. Please be assured that everyone knows being
an ACE isavery difficult and demanding job and your work 1S
appreciated. If you have any problems with the way you feel you are
treated, please let me (or Dee Hahn) know and we will help correct the
situation. Y ou do need to have a dlightly "thick skin" in this position.

. Rick Tesarek on Beam Quality and Beam L oss Monitoring.
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-- Monday Status and Plans --

MemoPad

Studiers: J. Morgan

Start of Studies Notes: Store 3560 colliding and stacking.

¥ 10:21:14-

Notes fromthe 0900 Integrati on Meeting:

The present store had the second highest initial lumnosity. Last
week was our best week for integrated lumnosity. W hope to work
t owar ds m xed- pbar source transfers this week.

Li nac and Booster have both been running well, at or above record
beam del i vered to pbar and M ni Boone. Booster would |Ii ke a short
access on Thursday to do a radiation survey to correl ate tunnel
activation wth the |l oss nonitors.

Main I njector ran OK. The source of the |ongitudinal oscillations
on hi gher pbar intensity shots is thought to be comng froma
phase | oop that has an anplifier and a nunber of attenuators
effectively defeating the anplifier. They would |like to repl ace
the anplifier/attenuator conbination with a cable of appropriate
| ength to have the sane phase rel ationship. Since we are planning
to take test transfers to the m xed-source ranp after today's
collider shot, we can do the cable swap and test it on these.

On Friday after resum ng stacking, sone tinme was taken to test
the ranps to the shot lattice and back to nmake sure they were
still looking OK after the Rings access (they were). Pbar is
ready for the m xed source pbar operation. There was a shift of
studies to work on the Debuncher vertical aperture |ast night.
The Tevatron reports that while CDF had an access on Friday, we
also went into the Tevatron to install a PMI for the new synch.

| i ght detector. After the access, there were several short
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duration studies while the pbar stack was being built up. The
store on Saturday was ended by a clean abort that |eft no

evi dence of why it occured. After the neeting, Controls had

I dentified an abort concentrator card that was not working
properly and will be changed between stores. This is not to say
that this was neccessarily what caused the |lost store. During
the present store, there have been several |arge spikes in
LOSTP that has caused CDF to have detector trips. At |east sone
of themcorrelate to the ground shaking at BO, often caused by
t he novenent of large vehicles. At the end of this store, the
CDF pots will be noved in manually, then via the sequencer. |If
all goes well, they wll be returning to routine operation.

The Recycler got two nore pbar transfers over the weekend, they
generally went snoothly. They did nore nonentum m ni ng work

and are ready for the m xed-pbar source operation.

SY120 says that MPP ran in a special node this weekend. They
are off during the day shift today, but should be back this
weekend. Experts would like to run beamto the SY dunp sonetine
this afternoon.

M ni Boone ran well and had anot her day over 1E18 delivered to

t he target.

NuM patiently awaits an access into the M tunnel. They al so
want to do power panel work that would turn off power to M and
Recycler trimmgnets. Since the latter would kill circulating
beamin the Recycler, this seens inconsistant with the current
pl an which requires pbars in the Recycler this week.

CDF had problens related to trips comng from LOSTP spi kes. The
vacuum vessel that was worked on | ast week is working OK. There
was a rem nder fromthe Tevatron side that with a 4 hour access
into the collision hall wth surveyors, they could attenpt to
brace the | ow beta quadrupol es to nake t hem nove | ess when the
ground shakes (often the source of the LOSTP spikes).

DO has been running snoothly, nost of the experts are in a

wor kshop in Fresno this week.

- JPM
¥ 10:24:51-

The Plan: End of store CDF pot mani pul ati on begi ns around 1130
and shoul d end around 1200. Then term nate the store and foll ow
Wi th shot setup. Shot strategy: Protons 275-295E9 per bunch at
150 GeV, take out 90% of the pbars (frequency w dth as per

gui delines). A test of the m xed-pbar source ranps wll follow
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the collider shots with several small pbar transfers. After these
are done (and the store is still in), stack to 40E10 and shoot to
t he Recycl er

- JPM

# 15:30:06- Store 3562 isin, itsanew record of 76.8E30. CDF losses appear to be a problem, not totally
surprising because have been in new luminosity territory for the past couple of weeks. We did push the
protons a little higher on this store, losses up the ramp appeared to be worse. We intentionally kept the
individual pbar transfer intensities low because of recent problems with longitudinal blow-up in the Main
Injector. Thismay be fixed after an amplifer is removed from the low level chain today. We are taking afew
small shots to the Main Injector with the mixed-pbar mode ramp to make sure things are ready for a shot
later this week. - JPM

# 15:40:27- Since the CDF pots checked out today, we will put them in at the mid-point of a store before
considering them fully operational. If this store survives until tomorrow's day shift, we will do it then. - JPM

¥ 15:41:40-

The Plan: Stack to 40E10 and shoot to the Recycler, stack and
store ot herw se.

- JPM

Memopad 1234567890123 Elog Help

Params
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CDF Operations -- 20:13:06 Wed Jun 2 2004

People: RR

Start of File Notes:

Week of June 1st

¥ Wed Jun 2 20:20:58

Status Report -- June 2nd
Sorry for the late entry. | realize | m ssed yesturday.

Yesturday's store went in with an initial lumnosity of about
68e30. W had the full detector on and were taking data. The

| osses/abort gap was large at tine so we had to turn off a few
times in order for the ADto deal with it. W also had to power
down the sol enoid 15 hours into the shot in order to punp down
the watt can. The process went snmoothly but it took 1 hour 45
mnutes. W need to fix this!!! W had a few m nor probl ens

as well, one with evel 3 that caused sone del ay.

The store ended for us early this norning - there were a few
end of store studies and then a wet engine repair as well.
Most of today's day shift was spent waiting for beam

The next shot cane in late afternoon. It was outstanding.
Second best ever at 74e30. The |osses were a bit high for our
current specifications. W WLL change those specs fromthe
20khz Iimt to nost likely 30khz in the next few days | pronise.
However, they are not changed yet so we |lost some tinme while
waiting. We also had sone trouble at the start of the store
with silicon. Operator error -- we will fix the checkout
procedure to prevent this. After a bit of a slow start, we have
been taking data snoothly with the entire detector in.

-RR

@ ThuJun 3 14:06:49

Thur sday updat e

We have been taking data fairly smoothly with this store.

Wth the new higher lumnosities, there is to be expected a

| earning curve on how to handle the | osses. W will
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nost |ikely have to power down the solenoid twice this store
given its lifetine in order to keep running. At the end of
the store, we will be granted a two hour access to replace the
valve w hich will allow us to automate this system agai n!

I will be off this weekend. Carl will handl e the updates.
My cell does work if problens arise.

-RR

@ Fri Jun 4 15:24:25

Ran well overnight with efficiency of 77% Losses for TeV
scrapi ng epi sodes, 10% ranp solenoid to punp Watt can, 8%
trigger deadtine, 3% msc., 2%

A 150 mA Accunul ator stack was | ost due to water spraying into
a power supply. Store was dropped at 11:00 with L ~ 10E30,
allowing a 2.5 hour CDF access. One of two bad val ves
successful ly replaced on the Watt can punpi ng system Sol enoid
can now stay on whil e punping.

COT is operating with recirculating systemand all superlayers

at full voltage. For a few stores next week we may all ow a smal |
amount of air into the Ar-Ethane gas to see its effects on wire
aging. Also, efforts are underway to allow running with

an Ar-CO2 m xture. Small chanber tests with that m xture

are in progress.

Shot will go in as soon as a reasonable stack exists. If all
goes well, that should be before m dnight.

- Carl Bromberg

@ Sun Jun 6 01:53:24

From a stack of 100E10, shot went in at mdnight initial |umnosity

58E30. Took data at 80% efficiency throughout -- |osses were due to TeV
beam scraping, 10% and a TOF glitch, trigger tests, and mi sc.
Store aborted cleanly at 15:00. Cause still under investigation. Stack

I s 150E10 increasing at 7 mAh. All CDF systens are ready for
col l'i si ons.

- Rob Harr per Carl Bromberg's request

@ Sun Jun 6 22:58:12

Store 3560 went in at about 02:00, initial BO lum nosity 78E30 (~ ties record). Snooth

runni ng
until 08: 00 when abort gap anomaly shut off data taking for about 45 m nutes.

At 11:30 a big | oss spi ke caused nost nmuon chanbers to trip. Then bOnmutr00 (giving

errors earlier)
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woul d not configure on new run. Eric Janes drove in, but spare was inconpatible, repair
of the

of fendi ng board was necessary. For further information, see EJ's report in the E-1og. No
useful data

for 4 hours.

At 19:00 |arge TeV | osses kept blowi ng out configuration in VRB FIB crate. Data taking
resumed 1.5

hours later, after MCR scraped to reduce | osses. Store efficiency stands at 71% but
currently

runni ng snoot hly.

- Carl Bromberg

@ Mon Jun 7 16:30:42

With Rob still in Cali, Young Kee and | went to the Monday accelerator meeting in the Huddle. Clearly, last night was especially
bad in terms of repeated muon trips and the coincident loss of areformatter in a FIB crate--it was also clear to the shift crew, who
had noted the state of C:BOPAGC and spikiness of C:LOSTP. Vladimir Shiltsev (Mr. TEL) made the statement that C:BOPAGC
did not correlate well with the actual amount of beam in the abort gaps (as seen by sync light? he didn't say); JJtold me Rick Vidal
believes C:BOPAGC tells how much beam is being removed from the abort gaps, but not necessarily the amount of beam in the
abort gaps.

There was also discussion during and after the meeting with Jerry Annala, Todd Johnson, and Bob Mau about the installation of
wood blocks; a new subject to me (not to Robb). The invar rods that the quad cradles are suspended from are attached to a beam at
the ceiling of the collision hall. However, this beam is not attached to the ceiling, but instead at the east and west walls. A set of
wood blocks (wedges, actually) to jam between this beam and ceiling, so as to reduce vibration, have been ready for installation for
about a month. But some combination of Jim Volk, Mike McGee, and surveyors (to make sure alignment is not affected) have to be
present during a4 hour access to make this work, and so far as not materialized. Bob very much wants to get this done before the
shutdown.

On the other hand, when | asked what the cause of the spikes we saw at around 1:00 AM and 5:30 AM last night, Todd thought
they were all due to vibrations. He then plotted C:AQ3VPK vs. C:LOSTP, but there was no excursions in the vibration monitor on
our Q3 magnet until this morning. We continued to look at other devices: it appeared there was a correlation with T:ORBITH
(proton BPM at A0) but it was difficult to tell with the amount of noise on this device. Todd and Jerry then tried T:VPPA14 and
T:HPPA15, new high-precision (due to improved electronics) proton BPMs at A14 and A15, the only onesinstalled so far. Here,
the correlation was clearer. There also appeared to be some excursionsin the TEL proton BPMs T:ELUHPP and T:ELUVPP. |
include plots of all these below.

They also looked into temperature variation as a cause of quad movement or rotations, but there did not appear to be any smoking
gun there. We should get in touch with Todd or Jerry, as they were going to continue to look into this.

- Steve Hahn

@ Mon Jun 7 16:35:00
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oo S CiwFh 1 UTF Sram | oesse

The extended spikiness at around 1:00 AM and 5:30 AM last night does not
correspond with excursions in the peak vibration rate at BOQ3.

- Steve Hahn

@ Mon Jun 7 16:36:35

vomammenn

B There seems to be correlated excursionsin T:ORBITH, but the level of

R W W’HH lln noise in this amplified proton BPM signal at AO makes it difficult to see.
thllu ﬁ

- Steve Hahn

@ Mon Jun 7 16:39:06

[ R L (hEh 1 UTE feam | oeasc

I Due to the improved S/N with these new "high presicion” proton BPMs at
&l A14 and A15, the correlation is clearer. Further there seem to be related
changes in the vertical position. And there are other excursions at other
times which seem to have no related spikiness.

- Steve Hahn
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¥ Mon Jun 7 16:41:57

oo S CiwFh 1 TTF Sram | oesse

Also, the same changes can be seen in these TEL proton BPMs,
T:ELUHPP and T:ELUVPP, at amuch smaller level. Istheinitial largerise
due to increased beam losses or something else?

- Steve Hahn

Elog Help
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